To perform agglomerative hierarchical cluster analysis on a data set :

1. **Find the similarity or dissimilarity between every pair of objects in the data set.** In this step, you calculate the distance between different nodes in the graph and store it in a proximity matrix
2. **Group the objects into a binary, hierarchical cluster tree:**  In this step, you link pairs of nodes that are in close proximity single linkage algorithm. As nodes are paired into binary clusters, the newly formed clusters are grouped into larger clusters until a hierarchical tree is formed.
3. **Determine where to cut the hierarchical tree into clusters:** Here we specify the number of clusters we want in the output , which is equivalent to specifying where the dendogram should be cut.
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Algorithm for merging clusters in agglomerative clustering:

Single linkage clustering

The clusters are sequentially combined into larger clusters, until all elements end up being in the same cluster. At each step, the two clusters separated by the shortest distance are combined. We have taken the distance metric as the Euclidean distance.

Pictures: Single linkage clustering

In the Matlab example :

All the distances are < 5 . We have taken 10 as Inf for plotting the dendogram in Matlab.